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Abstract

Many behavioral science studies result in large amounts of
unstructured data sets that are costly to code and analyze, re-
quiring multiple reviewers to agree on systematically chosen
concepts and themes to categorize responses. Large language
models (LLMs) have potential to support this work, demon-
strating capabilities for categorizing, summarizing, and oth-
erwise organizing unstructured data. In this paper, we con-
sider that although LLMs have the potential to save time and
resources performing coding on qualitative data, the impli-
cations for behavioral science research are not yet well un-
derstood. Model bias and inaccuracies, reliability, and lack of
domain knowledge all necessitate continued human guidance.
New methods and interfaces must be developed to enable be-
havioral science researchers to efficiently and systematically
categorize unstructured data together with LLMs. We propose
a framework for incorporating human feedback into an anno-
tation workflow, leveraging interactive machine learning to
provide oversight while improving a language model’s pre-
dictions over time.

Introduction
The use of computerized assistance for the coding of qual-
itative research in the field of behavioral science has a
long history (Stone and Hunt 1963; Weber 1984). In re-
cent years, natural language processing (NLP) has experi-
enced many breakthroughs with the development of first pre-
trained transformer models like BERT, and more recently
large language models (LLMs) like GPT-4. These models
have been leveraged by behavioral science researchers to aid
in qualitative coding and analysis due to their ability to gen-
eralize across a wide variety of zero shot and few shot classi-
fication tasks (Brown et al. 2020). Because configured LLMs
are convenient to use through natural language inputs, they
are largely accessible to domain experts outside the machine
learning field.

Qualitative studies often contain unstructured data col-
lected from open-ended responses, interviews, and other
means. There are a number of methods for analyzing qual-
itative data, but all techniques require researchers to sys-
tematically code textual data in order to identify categories
or themes across responses (Miles, Huberman, and Saldaña
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2020; Corbin and Strauss 2008). This process can be done
manually or with the aid of software programs, such as
Nvivo1 and ATLAS.ti2, that aid in the coding, categoriza-
tion, sorting, and organization of data prior to analysis. How-
ever, because of the complex and subjective nature of the
coding process, there may be little commonality between the
coding schemes of two independent researchers, and repli-
cation is a common concern (Huma and Joyce 2023; Makel
et al. 2022).

Machine learning methods have been used in the behav-
ioral sciences with some regularity to enhance the rigor
of qualitative analysis by standardizing the coding process,
while reducing the burden on researchers to generate new
coding schemes when analyzing data from similar proto-
cols and improving interrater reliability. Supervised learning
has been notably useful to aid in deductive coding for con-
tent analysis, in which labels are generated a priori based
on existing research or hypotheses and applied to a body of
text. These methods have been demonstrated across a wide
range of use cases, such as identifying suicidal ideation (Ji
et al. 2018), coding open-ended survey responses (Baum-
gartner et al. 2021), and analyzing themes and trends in me-
dia publications (Dun, Soroka, and Wlezien 2021). While
successful, supervised methods require a large corpus of la-
beled data, which may not exist for niche topics of study
and require considerable time to develop. LLMs have been
posited as a potential solution to this problem, allowing re-
searchers to quickly perform deductive coding analysis on
large datasets with a high degree of interrater reliability. In
these use cases LLM’s have been successfully deployed with
some human oversight to provide few-shot examples to im-
prove later LLM performance (Xiao et al. 2023) or develop
and fine tune prompts that act as a proxy for codebooks. Ap-
propriately tuned models have been shown to speed up the
coding analysis, being 36 times faster than human research
analysts in some scenarios (Chew et al. 2023).

Although LLMs show great promise in facilitating the de-
ductive coding process for qualitative research, they should
not be viewed as a replacement for humans, as recently sug-
gested (Byun, Vasicek, and Seppi 2023). Human input is
invaluable not only for the expertise needed to craft and

1https://lumivero.com/products/nvivo
2https://atlasti.com
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finetune suitable prompts to generate appropriate coding
schemes, but also for the validation of LLM outputs and
to monitor for misleading bias and hallucinations. Although
models can generate codes and labels based on relationships
within the data, the reasoning process used may not speak
to a researcher’s primary objectives or questions, particu-
larly in the case of deductive coding. Indeed, there has been
a great deal of variability in interrater reliability between
humans and LLMs, even with humans working alongside
models to clarify coding strategies (Chew et al. 2023; Xiao
Liu et al. 2022). The range of outcomes demonstrates the
continued need for humans to guide and systematically tune
LLMs to obtain desirable results. For the remainder of this
paper, we will consider potential caveats for using unsuper-
vised LLMs to analyze data collected from behavioral stud-
ies and we introduce a potential path forward incorporating
human-guided language models into annotation and deduc-
tive coding workflows with interactive machine learning.

Challenges to Using Language Models for
Deductive Coding and Annotation

Inaccurate and Biased Responses At their core, pre-
trained language models built upon the transformer archi-
tecture are trained on massive datasets to generate the pat-
terns and biases learned from those datasets (Vaswani et al.
2017). Through those patterns, the models are able to gen-
erate responses that exhibit knowledge about the world at
near human or human level performance over a variety
of tasks (Brown et al. 2020). However, the same models
also perform quite well in producing plausible sounding
responses that range from minor errors to completely in-
accurate statements, often called hallucinations (Ji et al.
2023). Further, generated responses exhibit the biases of
their underlying text data and care must be taken not to
make assumptions that any tools built on these models can
be considered completely impartial, rational, or without bias
(Caliskan, Bryson, and Narayanan 2017; Schramowski et al.
2022). Without careful inspection, these errors could result
in machine-generated coding decisions that do not reflect
the intent or objectives of the behavioral research analyst,
or could potentially misrepresent the data altogether. For
example, Julian Ashwin, Aditya Chhabra, and Vijayendra
Rao (2023) demonstrated how the training data from three
LLMs (ChatGPT-3.5, Llama-2 and the Llama-2 chat vari-
ant) failed to apply the appropriate context when perform-
ing coding on data that differed from the original training
set (e.g., translated interviews from Rohingya refugees and
local Bangladeshi residents). Not only did the LLMs per-
form poorly in terms of accuracy and precision, but the re-
sults were biased and based inappropriately on the demo-
graphic characteristics of the interview subjects, rather than
the responses from their interviews. This could easily lead to
inaccurate conclusions about the interviewees. Just as multi-
ple raters are needed to overcome biases and come to agreed
upon categories in deductive coding tasks, a combination of
AI raters and human oversight may be required to arrive at
reliable and reproducible labels of qualitative data.

Reliability and Reproducibility LLMs also exhibit vary-

ing degrees of reliability, with the accuracy and usability
of responses significantly influenced by the models, pa-
rameters, and prompts employed. Since language models
are trained on a wide variety of datasets and architectures,
prompts used to query one model may require additional
time and effort to validate for a new model. Yet, it may be
desirable to test the performance of a variety of different
models for a domain task or update to a new model as the
technology progresses. In order for behavioral research ana-
lysts to maintain reproducibility, great care must be taken to
ensure records are kept of the models, prompts, and param-
eters used to achieve desired results. To eliminate this bur-
den, ML practitioners and AI system developers must make
efforts to reduce the resources required to adapt prompts to
new models (Dingliwal et al. 2021), preferably through in-
teractive approaches that do not require the specialized ef-
forts of a machine learning expert or prompt engineer (Wen
et al. 2023).

Domain Knowledge A key feature of behavioral research
tasks such as deductive coding requires the application of
theory and domain expertise to the development of an ap-
propriate coding scheme for the selected dataset. Language
models remain limited in their ability to generate responses
relating to domain areas not well represented in the train-
ing set and cannot easily be kept current with changes in
real world data. Methods are being employed to overcome
this shortcoming with prompt tuning, finetuning, or exter-
nal databases, (Lester, Al-Rfou, and Constant 2021; Lewis
et al. 2020) to bring the necessary context. However, these
approaches still require significant time and effort to set up,
which is not always appropriate for more specialized tasks
and is not a task that most behavioral researchers would be
able to independently employ. For these methods to become
useful in specialized cases, efforts will need to be made to
develop approaches that allow adaptation to new domains or
tasks with minimal additional effort on the part of the re-
searcher (Cite Ling et al. 2023).

Human-Guided Language Models with
Interactive Machine Learning

To address the challenges described in the previous sec-
tion, we introduce a method to incorporate online human
feedback into a behavioral data coding workflow. Although
LLMs can perform well across a wide range of topics for
zero- or few-shot classification tasks, they cannot adapt to
specific domains outside the training data or new and chang-
ing information. Methods such as finetuning, retrieval aug-
mented generation, or composition are employed to help
align an LLM with a particular domain or specialized knowl-
edge or requirements (Agrawal et al. 2023; Ranade et al.
2021; Lester, Al-Rfou, and Constant 2021; Bansal et al.
2024). However these require additional efforts in ongoing
curation of domain data and updated information.

We propose a framework built upon the principles of inter-
active machine learning (IML) to create systems to support
behavioral research analysts in the coding process. IML is
an annotation workflow that pairs human feedback with ma-
chine learning and an specialized user-friendly interface to
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improve a model’s performance over time (Fails and Olsen
2003; Michael, Acklin, and Scheuerman 2020). This ap-
proach differs from more conventional implementations of
machine learning which rely on offline batch training and
may only adapt to changing situations with statistically sig-
nificant numbers of training examples. Applying IML in the
context of language models would aid in data collection and
domain alignment, while allowing analysts to tailor models
to their specific research needs.

In the following section, we will describe the components
of this framework and give an example of how it could be
deployed to improve a pre-trained language model’s perfor-
mance for a specialized task like deductive coding. We will
conclude by discussing the potential research directions re-
quired to deploy this framework to support behavioral scien-
tists in similar data coding tasks.

Framework for Human-Guided Language Models
The framework for human-guided language models provides
three high-level components that aid a system in supporting
the researcher’s workflow for domain-specific tasks such as
deductive coding. We highlight some existing research that
can be leveraged when building these components and note
gaps where additional research is needed. The main com-
ponents consist of the following: 1) model-agnostic LLM
support to achieve effective performance when coding qual-
itative data, 2) the ability to use iterative feedback online
to improve the language model’s responses, and 3) a spe-
cialized interface for pairing LLM responses with a rater or
group of raters in their desired qualitative analysis task.

Model Agnostic Performance The development of LLMs
is proceeding rapidly, with new models being released daily
and each model possessing its own strengths and weak-
nesses. It is untenable that researchers outside the machine
learning field keep abreast of each new model iteration and
update their research to effectively utilize these models. The
framework described here is independent of any specific lan-
guage model. Domain scientists should have the ability to
deploy the language model best suited for their task, whether
a foundation model accessed via API, or local model poten-
tially finetuned for their specific domain, in order to main-
tain the desired performance. Currently, this presents many
challenges, since time and resources must be spent identi-
fying new prompts and parameters to achieve accurate and
reliable performance for each model within a given domain.
For specialized domains to realistically make use of LLMs,
this process must be improved for users who are not ML
practitioners. Some existing efforts have improved work-
flows for prompt visualization and testing (Hendrik Stro-
belt et al. 2022) or through prompt optimization strategies
that can be incorporated into the user’s workflow (Wen et al.
2023).

Online Iterative Feedback The most important compo-
nent of any interactive machine learning workflow is the
ability to provide online iterative feedback that can be im-
mediately be used to improve the performance of the model
during a data coding task. Since language models are static
after being trained, feedback cannot be used to update the

model weights or affect future predictions of the model it-
eratively in an online manner. However, the text generated
by the model is affected by any content sent in the prompt
context. This property can be used to provide immediate
feedback as contextual input to the model and ultimately
effect the output. Existing efforts have used retrieval aug-
mented generation (RAG) to add relevant external context to
a prompt to affect the resulting output (Luo et al. 2023). The
content is converted to an embedding and stored in a vector
database for later retrieval. Before submitting a prompt to a
language model, the system can query the database for any
content that is similar to the current query. If similar content
is found, it is incorporated into the prompt and submitted
to the language model. This approach can be extended and
applied to corrections provided by the researcher that can
be used as model feedback without retraining or finetuning.
For example, if the language model misclassifies some data,
the research analyst can provide a correction, which can be
stored as the triplet (trial description, model response, feed-
back). The scenario is stored as a vector embedding so that
it can easily be compared with future trials waiting to be
annotated. If another scenario is similar, then the outcome
and feedback from the previous scenario is retrieved and the
prompt can be formulated to incorporate those details into
the current context.

We explored the effectiveness of using user-supplied cor-
rections to iteratively improve the predictions of a model us-
ing RAG to aid in coding qualitative data collected from a
behavioral task (see Figure 1). In the task, the participants
described the source of various sounds. To code the data, two
raters were asked to agree on whether the user’s response ac-
curately described the source category of each sound. A lan-
guage model (Mistral-OpenOrca-7b) was also given instruc-
tions to respond yes or no about whether a user-provided
response meant the same thing as a particular category of
sound. Corrections were provided to the model based on a
ground truth responses provided by the raters. If the lan-
guage model’s response differed from the ground truth re-
sponse, the qualitative description of the sound was stored
as a vector embedding, along with the correct response.
When similar descriptions were encountered in later trials,
the feedback was retrieved from the vector database and the
model was instructed to use the correct response. The simi-
larity threshold of the model was set with a parameter rep-
resenting the minimum similarity required for feedback to
be retrieved from the database. It was found that some care
is required when setting the similarity parameter. As seen
in Table 1, if the minimum similarity parameter was set too
low, then irrelevant content was added to the prompt context,

Min. Sim. 0.7 0.8 0.9 No Fdbk
Precision 86.3 76.24 74.09 73.6
Recall 77.4 97.5 95.9 95.9
F1 81.6 85.6 83.6 83.3
Accuracy 84.1 85.5 82.5 82.1

Table 1: Comparison of model performance with feedback
across different min. sim. thresholds and without feedback
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Figure 1: Cumulative accuracy of machine predictions over time, with and without feedback, at different similarity thresholds

leading to higher precision but lower overall accuracy. If the
parameter was set too high, then important feedback was not
retrieved when needed, leading to overall lower accuracy,
precision, and recall. When the minimum similarity value
was well calibrated, the model’s responses improved from
feedback, increasing the accuracy and recall over time, while
only lowering the precision slightly. Although this approach
relied on a priori ground truth to determine optimal tuning
parameters, the methodology for incorporating rater input
could be extended to allow users to provide online feedback
during a similar coding task. Using this input structure, fu-
ture research should investigate ways of automatically cali-
brating the minimum similarity parameter from the analyst’s
interactions with the annotation interface.

Specialized Interface for LLM-Rater Teams The final
component of the framework is the annotation interface that
the research analyst uses to validate and correct the output
of the language model. Preferably, this would involve sort-
ing the machine responses by how certain the model is in
its ability to correctly annotate them. This way, the analyst
could prioritize providing feedback for trials that the model
is least confident about. That feedback would be incorpo-
rated into future prompts for related trials, improving their
output, and resulting in fewer corrections that the analyst
must make in the future. Because of the real-time nature
of the validate and correct feedback loop, it is important
that any estimate of confidence is also based on the real-
time feedback that was received, and not just the language
model’s estimate of probability that was generated from the
model weights. A method for using reinforcement learning
to calibrate uncertainty from iterative online feedback was
recently introduced in (Bishof, Scheuerman, and Michael
2023). A similar approach could be applied in the context
of pre-trained language models. Gao et al. (2023) describe
an interface developed for qualitative analysis that utilizes
GPT 3.5 at several stages to aid research analysts throughout
the data coding process. For example, during the initial gen-
eration stage, researchers can independently provide codes
or select a suggested one from GPT. In either case, the re-

searcher can also provide a confidence score for their chosen
label to improve subsequent suggestions and aid in later as-
sessments of interrater reliability.

Discussion and Future Directions

In this paper, we reviewed several challenges that could
pose significant hurdles to the adoption of LLMs in quali-
tative research, including inaccurate and biased responses,
reliability in model responses, and challenges in incorpo-
rating domain knowledge. Currently, the process of finetun-
ing a model with specialized knowledge, engineering effec-
tive prompts, and tuning settings requires specialized skills
and significant time and effort compared to the current state
of the art qualitative coding methods. Overcoming this hur-
dle will require developing interfaces that support training
or tuning a model to a particular domain as part of a re-
search analyst’s normal annotation workflow and streamlin-
ing prompt requirements across models. We introduced a
framework for human-guided language models to support
behavioral scientists in performing qualitative analysis tasks
like deductive coding, along with guidelines and recommen-
dations for future research and development efforts. We dis-
cussed the importance of ensuring that interfaces are model
agnostic, giving domain scientists the flexibility to use the
model that best suits their needs. Additionally, we explored
the benefits of developing effective methods for integrating
iterative online feedback to a language model, which neces-
sitates the development of methods to calibrate the language
model’s confidence predictions for labels as new feedback is
obtained. We illustrated one method of using iterative feed-
back to influence model output, using RAG to provide cor-
rections to a language model completing a qualitative coding
task. Finally, we emphasized the need for new specialized
interfaces for qualitative coding tasks, with features such as
the ability to recommend codes based on analyst feedback,
integrate feedback from multiple raters, or act as mediator
when raters are not aligned (Gao et al. 2023).
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