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Abstract

Attention is the focus of a considerable amount of research in cognitive modeling. Yet, most of the work has been devoted to
studying visual attention. Auditory attention differentiates itself from visual attention in many ways. For example, it is often
important for our survival to attend to auditory events at a distance and out of sight. Due to limitations on attentional resources,
audition must strike a balance between monitoring the environment and attending to current tasks. In this paper, we provide an
overview of our previous work which models auditory attention as a spatial gradient made up of a combination of top-down
and bottom-up influences [14, 15]. We also present how the model is currently integrated with the audio module in ACT-R. Our
approach uses the well-established AI framework of constraint satisfaction problems to model how auditory attention is allocated
over space and it is organized around three main components: a goal map, a saliency map, and a priority map. The goal map models
the distribution of attention which is allocated by choice (top-down component). The saliency map, as the name suggests, models
attention related to the saliency of auditory stimuli (bottom-up component) and the priority map synthesizes the other two maps in
an overall distribution of the attentional bias. This model was shown to be successful in reproducing behavioral data of experiments
where there is a single attended location. Its integration into a cognitive architecture opens up new possibilities for evaluation in
the context of other cognitive functions and in modeling tasks and designing systems where audition is important.
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1. Introduction and Motivation

Audition is unique from other senses in that it monitors the environment for sounds happening all around us, including
those at a distance, behind us, and out of sight. This makes the auditory system particularly useful as an early warning
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system that can orient attention to important events, such as the sound of a snapped twig from a predator hiding in the
brush behind us. Though these attentional shifts are important to our survival, the auditory system must often balance
between attending to potential threats or opportunities, and focusing on a current task.

While visual attention has attracted a substantial amount of attention from the research community, less work has
been devoted to modeling spatial auditory attention. The goal of this project is to better understand spatial auditory
attention and how top-down and bottom-up processes work together to govern shifting attention to infrequent dis-
tractors. Our previous work has analyzed a sustained spatial auditory attention task that measures reaction times to
auditory stimuli presented at different locations in space [14, 15]. Using these results, we proposed a computational
model that represents auditory attention as a spatial gradient made up of a combination of top-down and bottom-up
attentional biases. This model was successful in modeling the sustained spatial auditory attention task.

Here we present an overview of our computational model of spatial auditory attention and show how it has been
integrated into the cognitive architecture, ACT-R. ACT-R provides many modules and tools that support developing
models in the context of cognition as a whole [2]. Integrating the model into ACT-R allows us to examine spatial
auditory attention with other aspects of cognition, such as short-term memory. We foresee that this work will help
expand the modeling capabilities of the ACT-R audio module and advance understanding of basic issues in attention,
such as top-down and bottom-up interactions, vigilance and capacity limitations. It will also open up new possibilities
in designing and optimizing systems for humans where audition is important. For example, there are safety issues
when pilots miss critical alarms [9], or when clinicians are unable to distinguish between auditory alarms in a hospital
environment [10]. By examining spatial auditory attention in these contexts, it may be possible to predict when such
warnings might be ignored.

2. Background

We start by providing a brief background on psychology literature related to spatial attention and its computational
models. We also give some fundamental information concerning the AI approach we adopt using constraints.

2.1. Spatial Attention

Almost all attention models distinguish attention that is directed by personal choice from attention that is directed
to an event by virtue of it having a salient property, such as a loud sound [23]. This dichotomy is intuitive and has
many names in the literature (e.g. top-down/bottom-up, endogenous/exogenous, controlled/automatic [7]. Here we use
the terms top-down and bottom-up. Top-down control regulates information flow based on the current situation and
goals in short-term memory by generating a task set to bias processing towards information useful for goal attainment.
Bottom-up refers to attention capture that is not guided by the top-down task set. Although the top-down and bottom-
up distinction is meaningful, as a practical matter they are highly interactive [12]. The difficulty of cleanly separating
the two processes motivates us to use a computational model, which can examine top-down and bottom-up functions
in isolation. Next, we briefly review work on auditory spatial attention at a cognitive level of analysis, and draw from
the visual literature when needed to present major points relevant to auditory spatial attention.

Attention can be expressed as a spatial gradient relative to an attended location [21]. Gradients are presumably
a byproduct of limited perceptual input capacity, although limitations in behavioral output may also be relevant [1].
The spatial extent of attentional processing is variable [29], and can be modified by directly cuing different size areas
[16], or manipulations of perceptual or memory loads [18]. Splitting attention between locations and multi-object
tracking are also possible [3, 6]. The ability to deliver attentional benefits rapidly diminishes over time, a phenomenon
called the vigilance decrement [20]. This is important because in everyday life attention is commonly deployed over
relatively long time periods (e.g. conversation, listening to music).

Auditory spatial cuing decreases reaction times to subsequent targets at a cued location relative to uncued locations
[24, 27, 30, 25]. Both Mondor and Zatorre (1995) and Rorden and Driver (2001) found that target reaction times
increased monotonically with greater distance between the cued and target locations. Visual studies suggest that
gradients may have a more complex shape, with reaction times increasing and then decreasing away from the cued
location [22, 5](Mexican-hat shape). This is similar to our findings in the auditory modality, but the auditory results
have a much larger spatial range.



 Jaelle Scheuerman  et al. / Procedia Computer Science 145 (2018) 797–804 799
Jaelle Scheuerman et al. / Procedia Computer Science 00 (2019) 000–000 3

Fig. 1. Example of a gradient of attentional bias from left (-90◦) to right (+90◦).

2.2. Constraints and Computational Models

Constraint programming [26] is a powerful paradigm for modeling and solving combinatorial search problems cur-
rently applied with success to many domains, such as scheduling, planning, vehicle routing, configuration, networks,
and bioinformatics. The basic idea in constraint programming is that the user states the constraints and a general-
purpose constraint solver is used to solve them. Constraint solvers take a real-world problem, represented in terms of
decision variables and constraints, and find an assignment to all the variables that satisfies the constraints. Constraints
concern subsets of variables and define which simultaneous assignments to those variables are allowed. For example,
in scheduling activities in a company, the decision variables might be the starting times and the durations of the activ-
ities and the resources needed to perform them, and the constraints might be on the availability of the resources and
on their use by a limited number of activities at a time.

Solutions are found by searching the solution space either systematically, as with backtracking algorithms, or use
forms of local search which may be incomplete, that is there is no guarantee they will return a solution. Systematic
methods often interleave search and inference, where inference consists of propagating the information contained in
one constraint to other constraints via shared variables.

The rich variety of finely-tuned algorithms available for constraint problems has made the effort of translating real
world problems into this framework an efficient solving approach.

Constraints have been used before in the context of human cognition to model skilled behavior [28] and learn-
ing [11]. Recently an implementation of ACT-R based on constraint handling rules, which are a closely related to
constraints, has been proposed in [13]. Casting our model into a well-established AI framework will facilitate future
generalization of other aspects concerning attention.

3. Behavioral Task

Here we describe a behavioral task designed to map attentional gradients. In the next section, we will describe
a computational model and show how it is capable of representing the behavioral data. In the task, white noise is
presented from the 5 locations in the frontal plane (−90◦,−45◦, 0◦,+45◦,+90◦), and subjects respond in each trial by
discriminating a non-spatial feature (amplitude modulation (AM) rate, 25 or 75 Hz). The slow AM rate sounds like a
deck of cards being shuffled while the faster rate is perceived as a buzz. Most stimuli come from a standard location
(p = .84) but sometimes shift to a distractor location (p = .04/location). Separate blocks have the standard at -90◦,
0◦, or +90◦(counterbalanced).

Figure 2 plots reaction times and location for each standard condition in absolute space (A), as well as the deviant
location relative to the standard location (B). There were two main results. First, all conditions had slower responses
to distractors vs. standards (p < .001), indicating attention shift costs. The reaction time x location function is more
prominent for the left vs. the right standard (p < .01), suggesting that it is faster to shift auditory attention from
right-to-left than from left-to-right. The 0◦standard has an increase at near ±45◦ locations, similar to the left standard,
but a decrease for the ±90◦ locations, similar to the right standard (p < .001). Accuracy was very high (> 95%). The
basic results were replicated in new subjects (n = 12, p < .01). (C). Second, in each condition reaction times sped-up
for the farthest distractor location (p < .001). This was seen in each subject’s first block, so is not due to carry-over
effects from previous standard locations. The faster responses at far distractors cannot be accounted for by a graded
reduction in bias from the attended location (goal map). Instead, the heightened bias to far distractors is modeled
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Fig. 2. Reaction time and modeling of basic attention task.

by the saliency map. A control condition in new subjects and equal probability at all locations had no differences in
reaction time (n = 20, p = .83), ruling out accounts based on perceptual differences among locations. In D the inverse
of the reaction times is given to show how attention bias is theorized to relate to reaction time.

4. Computational Model of Auditory Attention

Fig. 3. Computational Model Schematic.

Computational models of cognitive processes are beneficial because they require an explicit theory, can reveal
hidden assumptions or logical inconsistencies, and simulations can establish proof-of-principle much faster than pilot
experiments [17, 19]. Our model uses basic ideas of top-down and bottom-up attentional control from prominent
verbal models [4, 8]. The novelty of the approach we consider here is the application to spatial auditory attention,
which is not dealt with in detail in the general models. Our model is distinguished by focusing on auditory spatial
attention and how it emerges from top-down and bottom-up interactions. In previous work, [14, 15] we presented an
overall hypothesis of the interplay between top-down and bottom-up spatial attention processing. The model has three
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main components (white boxes in Figure 3): goal map, saliency map, and priority map. The gray boxes show inputs
and outputs that interface with other cognitive functions.

Each map is a 1-D vector of attentional bias in normalized units (0-1) across the semicircular horizontal frontal
plane (from -90◦on the far left to +90◦on the far right, in 2◦increments, as shown in Figure 1). The goal map indexes
top-down attention bias, and is a function of the central executive in verbal models. It models top-down, voluntary
focus of attention to a location, and has a progressive, symmetrical decrease in attentional bias away from the attended
location. The saliency map, instead, models how attention is allocated to a stimulus given how salient its characteristics
are. The priority map synthesizes the contribution of the other maps. In all the maps areas of greater attentional bias are
assumed to relate to measurable data by having faster reaction times, more sensitive sensory thresholds, and increased
accuracy relative to locations with less bias.

This computational model adopts a constraint-based approach to cast the interactions among the three maps into
a constraint solving problem. In the model described in [14], there is one input variable corresponding to attended
location (A) with the domain being locations (2◦increments) in the semicircle {-90,-88,...,0,...,88,90}.

Variables Vi
G, Vi

S and Vi
P represent respectively, the i-th variable of the goal, saliency and priority map where i

ranges in {-90,...,+90}. The domain to quantify attentional bias uses normalized units (0-1, in .01 increments). The
attentional bias in the goal map, given that location A = a is (voluntarily) attended, is represented by a standard
Gaussian distribution modeled as the set of constraints over variable A and Vi

G:

(A = a,Vi
G = GGe

−|a−i|2
2∗d2

G ). (1)

Here, dG is the standard deviation of the goal map and GG is the height of its peak.
Similarly the bias in the saliency map is constrained to a inverted Gaussian distribution by the following con-

straints:

(A = a,Vi
S = GS −GS e

−|a−i|2
2∗d2

S ). (2)

Here, dS is the standard deviation for the saliency map, and GS is its minimum value.
Finally, the priority map is defined as the sum of the contributions of the goal and saliency map.

(Vi
G = u,Vi

S = v,Vi
P = u + v). (3)

5. Model Results and Discussion

This model was validated on results obtained from the behavioral task by testing it against different options for the
goal and saliency map as described in [14]. The shapes represented by Equations 1 and 2 emerged as the best in terms
of fitting the experimental data for all three standard locations.

We evaluated the model by calculating the sum of squared errors, E(p), between the model and the behavioral data:

E(p) =
∑

x∈{−90◦,−45◦,0◦,+45◦,+90◦}
(dx − p(x))2

where, dx is the bias associated to location x in the experimental data and p(x) is the value associated to x by the
priority map. Stochastic local search was used to fit the model parameters (GG, dG, GS , and dS ) for all three attended
locations (-90◦, 0◦and +90◦). The resulting parameters are summarized in Table 1.

The parameters in Table 1 specify the shape of the goal and saliency maps that best combine to create a priority
map that fits the behavioral data with relatively low error. The shape of each map compared to the behavioral data
can be seen in Figure 5. In all three standard locations, the GG parameter is slightly higher than the GS parameter,
indicating more attentional bias at the goal location than locations furthest from the location. This is reasonable when
compared with our behavioral data which shows fastest reaction times at the goal location, and nearly as fast reaction
times at locations from the goal location. The dG and dS parameters for the -90◦standard location are much larger than
the other standard locations, which models the asymmetrical differences seen in the behavioral data.
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GG dG GS dS E(p)
-90◦ 0.7463 40.6742 0.7342 42.5800 0.0068
0◦ 0.7603 6.9700 0.7463 15.8907 0.0044

90◦ 0.7511 8.9600 0.7325 12.9400 0.0036

Table 1. Model parameters resulting in the best fit at each standard location.

Fig. 4. ACT-R modules used in the modeled task. Sound features in the Imaginal buffer affect attentional bias, increasing or decreasing the time
needed to move a sound event from the Aural Location buffer to the Aural Buffer.
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Fig. 5. Top row: Constraint model versus behavioral results. Bottom row: Simulated ACT-R results versus behavioral results.

6. ACT-R Integration

The constraint model provides a first example of how attentional bias can be modeled as a combination of top-down
and bottom-up influences and shows how the sound location constrains the shape of the goal and the saliency maps.
We hypothesize that there are other influences on the shape of the goal and saliency map, such as retaining words
or items in short term memory, the loudness or frequency of the sound, and the likelihood of sound presentation at
each location. To investigate how the goal map and saliency map might be affected by other cognitive functions, we
integrated the constraint model into ACT-R.

ACT-R provides a basic Audio module that allows cognitive agents to attend and respond to simulated sounds.
When a sound becomes available to the agent’s environment, it appears as a sound event in the audicon. Sound events
include attributes such as the type of sound, its location and content. Once the sound is available in the audicon, the
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ACT-R agent can attend to that sound automatically (using buffer stuffing) or with a production rule that instructs
the agent to attend to a sound meeting certain constraints. Attending to the sound means first adding it to the Aural-
Location buffer, representing a sound that has been perceived, but not encoded. After the sound has been perceived
and encoded, it becomes available in the Aural buffer. ACT-R assumes a constant amount of time for placing a sound
in the Aural-Location and Aural buffers. This simplified view of auditory attention was not expressive enough to
represent the affect of attentional bias and the range of reaction times observed in our behavioral data. Because of this,
we extended the Audio module to include a representation of the priority map and calculate response times based on
attentional bias.

Like the human subjects in our behavioral task, the ACT-R agent is instructed to attend to a certain location and
then press a button depending on the AM-rate of the sound. In ACT-R, this consists of storing the attended location in
the Imaginal buffer, which is meant to contain task relevant information. The Motor module handles the appropriate
key press when production rules indicate that a sound is in the Aural buffer.

The ACT-R agent we designed includes four production rules to govern its behavior. These include:

1. If a location is in the Imaginal buffer, try to find a sound in the environment and move it to the Aural-Location
buffer.

2. If a sound is detected in the Aural-Location buffer and a location is in the Imaginal buffer, encode the sound and
move it to the Aural buffer.

3. If the sound has an AM-rate of 25hz, then press ”d”.
4. If the sound has an AM-rate of 75hz, then press ”k”.

To incorporate attentional bias into the reaction times, we use the priority map as calculated by our auditory
attention module. The location stored in the Imaginal buffer represents the attended location (A). The four parameters
of the priority map learned from the behavioral data are provided to the module, including the standard deviation
(dG) and peak value (GG) of the goal map, and standard deviation (dS ) and minimum value (GS ) of the saliency map.
Given these parameters, the attended location and the location of a sound event, the attentional bias is calculated and
a response time is returned.

Using this extension to the Audio module, we were able to build a cognitive agent that was instructed to attend
to either the -90◦, 0◦and 90◦standard locations and then respond to sounds presented from the five sound locations
that the human subjects also responded to (at -90◦,-45◦,0◦,45◦, and 90◦). The ACT-R simulated data compared to the
behavioral data can be seen in Figure 5.

7. Future Directions

Integrating our constraint-based model into the ACT-R cognitive architecture opens up new possibilities for mod-
eling tasks that examine how the attentional gradient is affected by other aspects of cognition, such as learning and
memory. This research may also lead to identifying additional areas where the ACT-R audio module may be extended
to provide a general model of auditory attention and pave the way for modeling tasks and designing systems where
audition is important.
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